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ABSTRACT 
Smartphones continue to proliferate throughout our daily lives, not 
only in sheer quantity but also in their ever-growing list of uses. In 
addition to communication and entertainment, smartphones can 
also be used as a credit card to make a contactless payment on Kiosk 
Systems, such as ordering food, printing tickets and self-checkout. 
When a user holds the phone close to the Kiosk system to present 
payment credentials, we propose to also verify the user’s identity 
based on a photo of the back of their smartphone gripping hand, 
which provides a second security layer. Compared to the widely 
used facial recognition, the proposed approach addresses the recent 
struggles of identifying faces under masks and the public concerns 
of potential privacy erosion, racial bias and misuse. We fnd that 
the geometry of each individual’s hand, when it grips a phone, is 
identifable and then design a vision-based approach to extract the 
gripping hand biometrics. In particular, we develop hand image 
processing schemes to detect and localize the gripping hand while 
denoising and normalizing the hand images (e.g., size and color). 
Furthermore, we develop a Convolutional Neural Network (CNN)-
based algorithm to distinguish smartphone users’ gripping hand 
images for authentication. Experiments with 20 participants show 
that the system achieves 99.5% accuracy for user verifcation. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); • Security and privacy → Biometrics; Multi-factor 
authentication. 

KEYWORDS 
Kiosk, Two-factor Authentication, Gripping Hand Geometry 

ACM Reference Format: 
Ruxin Wang, Kaitlyn Madden, and Chen Wang. 2022. Low-efort User Au-
thentication for Kiosk Systems based on Smartphone User’s Gripping Hand 
Geometry. In CHI Conference on Human Factors in Computing Systems Ex-
tended Abstracts (CHI ’22 Extended Abstracts), April 29-May 5, 2022, New 
Orleans, LA, USA. ACM, New York, NY, USA, 6 pages. https://doi.org/10. 
1145/3491101.3519817 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for components of this work owned by others than ACM 
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, 
to post on servers or to redistribute to lists, requires prior specifc permission and/or a 
fee. Request permissions from permissions@acm.org. 
CHI ’22 Extended Abstracts, April 29-May 5, 2022, New Orleans, LA, USA 
© 2022 Association for Computing Machinery. 
ACM ISBN 978-1-4503-9156-6/22/04. . . $15.00 
https://doi.org/10.1145/3491101.3519817 

(1) Security Token

Near-focusing 
Camera

(2) Gripping Hand 
Geometry

Kiosk System (e.g., POS, self-check in/out, ticketing) 

NFC Reader

QR Code
for phones 
w/o NFC

Figure 1: Proposed two-factor authentication. 

1 INTRODUCTION 
Kiosk Systems have been increasingly deployed in public places 
for a variety of self-services, including self-checking in/out, auto 
ticketing, ordering food and making a payment [7, 11, 23]. It not 
only brings convenience and fexibility but also saves tremendous 
human labor. In the recent Covid-19 pandemic, self-testing Kiosks 
enable the virus testing to be contactless, much faster and more 
widely accessible [12, 15]. It is important to note that these Kiosk ser-
vices are all identity-dependent, requiring human-kiosk interaction 
for authentication before service. This work focuses on the secure 
access of Kiosks, which has not yet received sufcient attention 
and exploration as other IoT devices (e.g., voice assistants). Since 
they are broadly deployed in public places to ofer identity-based 
services, they are more prone to be the target of an adversary. 

Traditionally, the user needs to enter a password and scan an 
ID card or a passport into the Kiosk for authentication, which 
is cumbersome and insecure. Due to pervasive smartphone use, 
current Kiosk systems support establishing authentications with the 
user’s smartphone within seconds, which is mainly achieved by two 
contactless technologies respectively, Near Field Communication 
(NFC) [19] and Quick Response (QR) code [9]. Specifcally, the user 
with an NFC-enabled smartphone can hold the phone close to the 
Kiosk’s contactless reader to exchange authentication tokens via 
NFC radios. The user can also use the smartphone camera to scan 
the QR code on the Kiosk’s screen to initiate an authentication 
session and then enter a PIN/password on the phone to complete 
the authentication. However, these methods only verify users by 
their phones or passwords but not who they are. Thus, any person 
getting the device or knowing the password could spoof the user’s 
identity to access Kiosks. 
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To address identity spoofng issues, some recent Kiosks start 
to adopt facial recognition technologies for biometric-based au-
thentication [28, 29]. Users only need to show their face to an 
embedded camera of the Kiosk before requesting Kiosk services, 
and smartphones are not needed. However, facial recognition is 
difcult to be used for Kiosks widely due to the following reasons: 
(1) Face ID is extremely private personal information, and the use 
of facial recognition in public places may lead to privacy erosion, 
societal fear, racial bias and power abuse, which has been banned 
by many states [5]. (2) It is hard to verify users who wear masks, 
especially during the Covid-19 pandemic; 3) Relying on a single 
face factor is still not secure enough, given that faces can be forged 
or synthesized [6]. 

In this work, we improve the authentication security of current 
Kiosks for smartphone users by adding a biometric factor. We fnd 
that when a user holds a phone, the unique gripping hand geometry 
is identifable. Thus, we propose a two-factor authentication system 
by integrating the traditional tokens (hardware or software) and 
this new biometric to provide enhanced security. This human-kiosk 
interaction requires minimal user eforts and is still contactless. As 
illustrated in Figure 1, when the user normally holds a phone close 
to the Kiosk to exchange security tokens for authentication (via 
NFC or QR code), a near-focusing camera of the Kiosk snapshots 
the back of the gripping hand to extract biometrics for the second 
authentication factor. To verify the user’s gripping hand image, 
we develop a Convolutional Neural Network (CNN)-based user 
authentication approach. The approach frst processes the obtained 
hand image with color normalization, hand detection, background 
removal and scaling. The processed image is fed into our per-user 
CNN model for verifcation, which is designed with three convolu-
tion layers. Specifcally, based on the user identity claimed during 
the token exchange process, the Kiosk selects the corresponding 
user’s CNN model to verify the presented gripping hand biometric. 
The user only passes authentication when the security token and 
the gripping hand biometric are correct simultaneously. Moreover, 
the Kiosk camera’s focal distance can be physically limited (e.g., < 
20cm) to avoid capturing people’s faces. 

Our contributions are summarized as follows: 

• We propose a two-factor authentication system for Kiosks to 
interact with smartphone users, which integrates the tradi-
tional security tokens and the novel gripping hand biometric 
to provide enhanced security without requiring additional 
user efort. 

• We fnd that the geometry of each individual’s hand when 
it grips a phone is unique. Moreover, it is easy to acquire 
simultaneously when the user holds a phone to a Kiosk to 
make a payment or check-in/out. 

• We develop a CNN-based algorithm to extract and distin-
guish people’s gripping hand biometric features for authen-
tication. Hand image processing schemes are developed to 
extract the gripping hand geometry features while normal-
izing and de-noising the hand image. 

• Experiments with 20 participants show that our approach 
achieves high accuracy of verifying a user by the back of the 
gripping hand. 

Figure 2: The new gripping hand biometrics. 

2 EXTENDING HAND GEOMETRY TO 
GRIPPING HAND BIOMETRICS 

Hand geometry is a well-known biometric used by many practical 
user authentication methods. In particular, a person’s hand geome-
try can be uniquely described by the handshape features, including 
the hand contour, the palm width and the fnger shapes (e.g., length, 
width, thickness), and vision sensors are mainly used to capture 
this biometric [1, 10, 13, 16]. However, the current hand geometry 
biometric is only limited to the shape of a stretched fat hand, and 
the user needs to press the hand against a surface for the biometric 
data collection, which requires active user participation and is not 
easy to use in many situations. 

This work aims to fnd a new biometric that can be obtained 
with low user efort and is easy to integrate with current Kiosk 
authentication. We propose to extend the traditional hand geom-
etry biometric to the shape of the gripping hand and explore the 
potential of extracting such biometrics using an ordinary camera. 
The intuition is that when a user grips a device, the shape of the 
gripping hand resulting from the combination of the device and 
the individual hand should also be identifable. More specifcally, 
people tend to adjust their hand pose according to the device dimen-
sion/shape to grip it comfortably and tightly. Thus, the gripping 
hand shape is individually unique and dependent on the specifc 
device. This is a refection of Anthropometry and is also related to 
the user’s behavioral traits. 

To illustrate how diferent people grip a device, we ask 20 partic-
ipants to hold the same phone (Motorola G8). Some of their hand 
images are shown in Figure 2. We fnd that the shapes of gripping 
hands are distinctive among all these participants. Such diferences 
can be found in the contours of the gripping hand, the positions 
and spacing of fngers, knuckle positions, skin colors, tendons, vein 
patterns, and the distance from each detected fnger “tip” to the 
center of the palm. The geometric relationships between the hand 
and the handheld device are also unique for each participant. Thus, 
using a camera to verify a user by the gripping hand is feasible. It 
is important to note that the gripping hand shapes become even 
more distinctive if more than one phone models are involved. 

3 APPROACH DESIGN 

3.1 System Overview 
The architecture of the proposed two-factor authentication system 
is shown in Figure 3. When the user holds a phone close to the 
Kiosk to initiate the authentication, the system takes both the se-
curity token and the image of the gripping hand. It then performs 
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Figure 3: Flowof the proposed two-factor authentication sys-
tem for Kiosks.

image pre-processing schemes to calibrate the hand image, includ-
ing normalizing the image colors, detecting and localizing the hand
on the image, removing the background pixels and re-scaling the
extracted hand. The obtained hand shape is fed into our CNN-based
gripping hand verification model, which is trained for each user
during the user registration and stored at the server-side. During
authentication, the server selects the CNN model based on the user
ID claimed by the token to perform profile matching. Only when
the security token and the gripping hand biometric are both cor-
rect, the authentication is successful, and the access permission is
delivered to the Kiosk.

3.2 Hand Image Processing
We develop image processing schemes to extract gripping hand
features from the image, including hand detection, background
removal and normalization. The resulting color image of the seg-
mented gripping hand contains three major types of hand features:
(1) the hand contour, (2) the geometry shape of the hand described
by the finger joints, knuckles, valleys, tendons and veins, and (3)
the skin color patterns.

HandDetection & Localization. To capture the gripping hand
characteristics, we apply the Canny Edge Detector [4] to find and
localize the gripping hand in the image, which includes the con-
tour of the hand and the edges of the gripped phone. Specifically,
we use a Gaussian filter to smooth the image, remove the pixel
noise, and then search for the intensity gradients of the image.
Next, we apply the gradient magnitude thresholding and the lower
bound cut-off suppression to eliminate spurious responses to the
edge detection algorithm. A double threshold-based method is then
used to determine the possible edges of the interested region. At
last, we track the detected edges to finalize the hand contour and
phone edge detection while suppressing the weak and disconnected
edges. To further improve the hand detection result, we perform
dilation to widen the boundaries of the hand and the phone with
the foreground pixels and then erode the boundaries for a clear
hand contour and phone edges, which is further expressed in a
mask (binary image) as shown in Figure 4(b).

Segmentation&BackgroundRemoval.After hand detection,
we continue to remove the background pixels of no interest and
keep the foreground regions to highlight the hand and the phone
in a clear view. Specifically, we perform the flood fill to the above
mask to connect each pixel to its neighbors if their difference to
this pixel is zero. Next, we apply a Gaussian filter to smooth the

Figure 4: Gripping hand detection and segmentation.

resulting mask and perform dilation and erosion to highlight the
hand-phone area. Then this mask is used to generate a 3-channel
alpha mask to describe the degree of transparency of R, G, B values
to determine how a pixel is rendered when they are blended. We
then blend the alpha mask with the original image to segment the
hand-phone area from the background as illustrated in Figure 4(c).
At last, we restore the original colors for only the detected hand and
phone, while the background is removed as shown in Figure 4(d).

Color/Size Normalization. We perform both size and color
normalization to the hand images to reduce the impacts from dif-
ferent hand-camera distances and light conditions. Specifically, we
normalize the size of the hand using a fixed size circle and resale
it into a 200p ×150p image. Furthermore, we use a Grey World
algorithm to normalize the image color and cope with different
illuminations.

3.3 CNN-based Gripping Hand Verification
We develop a CNN-based algorithm to analyze the biometric fea-
tures presented by the gripping hand image. The algorithm is de-
signed as a binary CNN classifier and is respectively trained for
each user, where the user’s gripping hands and a nonuser data set
are used. In the authentication phase, the pre-trained CNN model is
selected based on the user ID obtained from the token. The gripping
hand shape is then verified, resulting in two confidence scores for
the two classes (e.g., user and nonuser). Based on that, we determine
whether the user identity is as claimed.

The architecture of our CNN-based hand verification model is
shown in Figure 5, where the input is a 2D gripping hand matrix
with a dimension of 200 x 150 x 3, and the output is the class proba-
bility distribution. The input is first passed through a convolutional
layer with a kernel size of 3 x 3 to be transformed into high-level
features. The Rectified Linear Unit (ReLU) is used as the activa-
tion function to speed up training. Followed by the convolutional
layer, a 2 x 2 max-pooling layer is added to downsample the feature
maps both vertically and horizontally, which aims to reduce the
number of parameters and thus reduce the computational costs.
The same architecture is repeated three times, and the resulted
features are passed through a flatten layer to be converted into a 1D
vector. A dropout layer is then added to prevent the network from
memorizing specific features of the training data, thus preventing
over-fitting, after which three fully connected dense layers are de-
ployed to shrink the size of the vector. Finally, a softmax layer is
applied to turn the vector from dense layers into a vector of two
real values (i.e., the class probability distribution) that sum to 1.
During training, the multi-class cross-entropy is used as the loss
function.
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Figure 5: CNN-based hand verifcation model. 

4 PERFORMANCE EVALUATION 

4.1 Experimental Setup and Data Collection 
We recruit 20 participants (15 males and 5 females with the ages 
from 19 to 61) to study the potential of user verifcation via gripping 
hand images. We fnd people tend to use their dominant hand 
to hold the phone for Kiosk authentication and diferent phone 
models infuence the gripping hand shape. Given that it is much 
easier to distinguish between right and left hands and diferent 
phone models, this paper considers a more challenging scenario 
assuming that their dominant hand is the right hand and they all 
use the same phone (e.g., a Motorola G8 phone), The experiments 
were conducted in a typical indoor ofce scenario with regular 
ceiling lights. Before data collection, the participants were asked to 
use the phone for 10 minutes to get used to the device shape like 
they were the owner. During the experiment, each participant was 
asked to hold the phone to a vertically placed camera (Samsung 
S8) 100 times. The participant must re-grab the phone each time 
to present behavioral inconsistency that may occur in practical 
smartphone use, including the slightly diferent gripping positions 
and the variant angles and distances from the hand to the camera. 
In total, 2,000 RGB images are collected. 60% are used for training 
and the rest are for testing. 

4.2 User Verifcation Performance 
We frst evaluate the performance of our system to verify users 
by their gripping hands. Figure 6 presents the True Acceptance 
Rate (TAR) and the True Rejection Rate (TRR) of verifying 20 users, 
respectively. We observe that our system performs well for verifying 
all users. In particular, the system achieves 99.5% TAR and 99.6% 
TRR on average. More than half of these users achieve 100% TRR 
while 80% of them obtain 100% TAR. The results indicate that the 
system accepts a legitimate user with a high rate while a non-user 
is rejected. An adversary now has to break both the security tokens 
and the gripping hand biometrics simultaneously to pass the Kiosk 
authentication, which is more difcult. Moreover, the system is 
able to tolerate the behavioral inconsistency, including the slightly 
varying gripping positions and the diferent distances and angles 
from the hand to the camera in practical use. 

4.3 User Classifcation Performance 
We further study how well the gripping hand biometrics could 
distinguish people and consider a multi-class user classifcation 

Figure 6: User verifcation performance. 

scenario. Figure 7 presents the confusion matrix of our approach 
to classify 20 participants. We fnd the system achieves a high 
accuracy of distinguishing people’s gripping hands. In particular, 
our approach achieves 99.1% accuracy on average to classify these 
users. 90% of users achieve over 97% accuracy, and 75% of them 
reach 100% classifcation accuracy. The result confrms that the 
gripping handshape is human identifable. It also demonstrates 
the gripping hand shape as an extension of the traditional hand 
geometry biometric in the handheld device scenario. 

4.4 Comparing Gripping Hand Features 
We now compare the gripping hand features obtained from the 
color, grayscale, and contour of each hand. The hand contour image 
only provides the outline of the gripping hand; The greyscale image 
further adds the detailed shape features of the hand, including fnger 
joints, knuckles, tendons and veins; The color image includes the 
skin color patterns in addition to the above two types of features. 
Figure 8 shows the accuracy performances of using the three types 
of images for user classifcation. The color image shows the highest 
accuracy, which is 99.1%. The reason is that the color images contain 
all three major types of gripping hand features. In comparison, the 
grayscale image achieves 98.1% accuracy, and the hand contour 
achieves the lowest accuracy, which is 97.9%. The results show that 
the hand contour exhibits signifcant and stable biometric features 
for user identifcation, while the hand shape features and the skin 
color patterns can further improve the identifcation performance. 
The results also indicate the potential of using a depth camera to 
replace the RGB camera for gripping hand verifcation, which better 
preserves the user’s privacy and sufers less from the background 
colors and diferent light conditions. 

4.5 Impact Of Light Conditions 
At last, we evaluate the impact of the light condition by examining 
the hand images under diferent illuminance levels. Specifcally, we 
calculate the average brightness of each image [26] and estimate its 
illuminance between 0 and 1 by referring to the brightness map [27]. 
For example, the original illuminance of our hand images collected 
indoor is mostly between 0.4 and 0.5. We then use the ImageEn-
hancer.Brightness() method in OpenCV’s PIL Library to modify the 
illuminance of the images to simulate diferent light conditions. The 
resulting images are fed into the system as the input. Figure 9 shows 
the user classifcation accuracy under nine diferent illuminance 
levels from 0.2 to 0.9. We fnd that our approach achieves good 
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Figure 7: User classifcation performance. 

performance for all these illuminance levels. The highest perfor-
mance is obtained with 0.45 illuminance, which is 99.1%. The result 
indicates that the proposed approach works well for most indoor 
light conditions. Furthermore, we fnd the performance slightly 
degrades when the illuminance level increases or decreases. For 
example, when the illuminance is 0.3 and 0.4, the accuracy is 97.8% 
and 98.0%, respectively. When it increases to 0.6 and 0.8%, the ac-
curacy is 98.6% and 98.2%, respectively. These performances are 
all above that achieved by only using the hand contour. The rea-
son is that the brightness of the hand image afects its contrast 
ratio and the color saturation, which may bring noises to the hand 
detection/segmentation process and the extracted features. Nev-
ertheless, because our approach relies more on the hand contour 
than greyscales and color patterns as illustrated in Section 4.4, it is 
able to tolerate a wide range of illuminance levels. 

5 RELATED WORK 
Many works have been on extracting biometric information from 
the user’s hand for authentication. For example, the geometry of the 
back of a human hand is shown to be uniquely identifable, which 
can be obtained by a top-hung camera when the hand is placed 
on a fat surface with the palm facing downwards [22, 24]. The 
fnger lengths, widths, angles and the distances between them are 
extracted as biometric features. There are also works on scanning 
the palm face of the hand by placing an image sensor under the 
fat surface [17, 20], and both the hand geometry and the palm 
print patterns are used for authentication. More recent works focus 
on extracting hand biometrics with contact-free data acquisition 
methods [14, 18] or using low-cost mobile device cameras to lower 
the hardware cost [8]. However, these methods are intrusive by 
requiring high installation overhead or active user participation, 
such as asking the user to press the palm against a scanner or take 
a stretched palm photo. They are thus hard to be deployed widely. 

The latest development of Kiosks shows an increasing trend to 
adopt biometrics for authentication. For example, Sawetsutipunet 
al. [25] explore integrating the facial image verifcation technique 
with government Kiosks, which allows citizens to access their wel-
fare data and receive services through a Kiosk instead of going to 
a government ofce. To further enhance the security, AlRousanet 
al. [2] propose a multi-factor authentication approach, that asks 
users to input a One-Time Password (OTP) received by their smart-
phone together with their face and fngerprint. Pichetjamroenet al. 

[21] develop a two-factor authentication system for Kiosks, whose 
authentication process remains to be contactless. In particular, the 
users need to both verify the face and show a QR code received by 
their phone to the Kiosk. Diferent from the above methods, which 
require more user eforts to provide additional biometric inputs, our 
two-factor authentication system acquires the user’s gripping hand 
biometrics simultaneously with the current NFC or QR code-based 
authentication when the user holds the phone close to the Kiosk. 

6 DISCUSSION & FUTURE WORK 
This work extends the traditional hand geometry biometrics to 
the more practical handheld device scenarios. It demonstrates the 
potential of using this novel biometric for Kiosk authentication 
without incurring additional user eforts. Future work is needed 
to perform extensive evaluations to establish the gripping hand 
geometry as a reliable biometric, by recruiting more participants 
and testing more light conditions, camera distances and angles 
and backgrounds (e.g., clothes). Additionally, we will continue to 
address the following challenges to accelerate the deployment of 
this technique on real Kiosks: 

Other Impact Factors. In addition to behavioral inconsistency 
and light conditions, it is also important to investigate the impacts 
of wearing hand jewelry, a cut on the hand and diferent phone 
models. Specifcally, consistently wearing some jewelry pieces (e.g., 
rings, bracelets, and watches) can add additional security features, 
but changing the jewelry or a new cut on the hand may increase 
the false rejection rate. We need to quantify their impacts before 
leveraging or removing them from images. Furthermore, the shapes 
and dimensions of diferent phone models may lead to diferent 
gripping hand shapes for a user, which may bring inconvenience if 
the user switches to a new phone. But the phone model diferences 
also result in more easily distinguished gripping hands among 
users, which enhances security. We will study both the usability 
and the security to determine whether the system can tolerate 
model diferences or an update of the biometric profle is needed 
for switching phones. 

Training Eforts. Our current approach requires the user to re-
grab the phone multiple times to obtain the gripping hand images 
for creating the user profle. During this process, behavioral incon-
sistency is considered. For the next step, we will study the impact 
of training size and identify the minimum training eforts required 
for each user. Beside, data augmentation methods will be explored 
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Figure 8: Comparing difer-
ent gripping hand features. 

Figure 9: Impact of illumi-
nance. 

to increase the training data size and cover more practical scenarios. 
Furthermore, we will explore other deep learning approaches ef-
forts (i.e., Siamese Network) and more advanced biometric features 
to further reduce training eforts and improve system robustness 
under the above-mentioned impacts. In addition, the feasibility of 
transferring the biometric features from one phone model to the 
other is worth exploring, which saves the efort of retraining. 

Potential Attacks. In addition to the in-person identity spoof-
ing, an attacker may physically forge the target user’s gripping 
hand with a photo or a 3D-printed fake hand. Thus, liveness detec-
tion is needed to defend against such attacks. One solution is to take 
video frames instead of static pictures to verify the user’s gripping 
hand, which has been shown successfully in diferentiating real 
and fake hands [3]. Moreover, it is also interesting to explore using 
an infrared camera to replace the RGB camera for both gripping 
hand shape extraction and liveness detection. 

7 CONCLUSION 
This work proposes a gripping hand verifcation approach, which 
adds a biometric factor to the current token-based Kiosk authenti-
cation without requiring additional user eforts. In particular, the 
approach uses an ordinary camera to take a photo of the back of the 
user’s hand for verifcation when it grips a phone. We develop the 
hand image processing schemes for hand detection, background 
removal and normalization. The extracted gripping hand features 
are fed into a three-convolutional-layer CNN model to recognize 
whether the gripping hand belongs to the user identity claimed by 
the traditional security token. Experiments with 2000 images show 
that the gripping hands can be used as a biometric factor to identify 
the user during contact-free human-kiosk interaction. 
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